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Stability of Hypersonic Boundary Layers on a Cone at an 
Angle of Attack 

P. Balakumar* and Lewis R. Owens† 
Flow Physics and Control Branch NASA Langley Research Center, Hampton, VA 23681 

The stability and receptivity of a three-dimensional hypersonic boundary layer over a 7°  
half-angle straight cone at an angle of attack of 6°  is numerically investigated at a free-
stream Mach number of 6.0 and a Reynolds number of 10.4*106/m. The generation and 
evolution of stationary crossflow vortices are also investigated by performing simulations 
with three-dimensional roughness elements located on the surface of the cone. The flow 
fields with and without the roughness elements are obtained by solving the full Navier-
Stokes equations in cylindrical coordinates using a fifth-order accurate weighted essentially 
non-oscillatory (WENO) scheme for spatial discretization and a third-order total-variation-
diminishing (TVD) Runge-Kutta scheme for temporal integration. Stability computations 
produced azimuthal wavenumbers in the range of m ~ 20-50 for the most amplified traveling 
disturbances and in the range of m ~ 30-70 for the stationary disturbances. The frequency of 
the unstable second-mode ranges from 400 kHz to 900 kHz along the windward ray. The N-
Factor computations predicted transition would occur more forward on the sides of the cone 
as compared to the transition fronts near the windward and the leeward rays. The 
simulations also show the crossflow vortices originating from the nose region propagate 
towards the leeward ray. No perturbations were observed toward the windward half of the 
cone. 

I. Introduction 
RANSITION in two-dimensional hypersonic boundary layers in quiet environments is generally caused by 
second-mode (Mack’s mode)1 disturbances. These modes originate due to the appearance of a supersonic 

region relative to the disturbance phase velocity. Numerical, experimental, and theoretical investigations have been 
performed to understand these instability modes for hypersonic boundary layers.1-9 These investigators found the 
most amplified second-mode disturbances are two-dimensional. The phase velocity of first-mode disturbances varies 
from 1-1/M to Cs, where M is the free-stream Mach number and Cs is the mean velocity at which the generalized 
inflection of the boundary-layer profile occurs. For the second mode, the phase velocity varies from Cs to 1. 
Acoustic disturbances with the phase velocity 1-1/M (U-a, slow wave) are very efficient in exciting the first-mode 
instabilities in hypersonic boundary layers because they synchronize with the phase velocity.  In previous 
investigations10-14, the first author of this paper along with various co-authors investigated the interactions of slow 
and fast acoustic waves with hypersonic boundary layers over sharp and blunt flat plates, wedges, and cones. They 
found that flows over geometries with sharp leading edges or tips produce instability waves that originate very close 
to the leading edge or tip and have receptivity coefficients about 5 to10 times the amplitude of the forced slow 
acoustic wave. They also showed that the amplitude of the instability waves generated by the slow acoustic waves is 
about 20 times larger than that for fast acoustic waves. In addition, they observed that bluntness and wall cooling 
stabilize the first-mode disturbances and the initial amplitudes of the instability waves are several orders of 
magnitude smaller than the amplitude of the forced acoustic waves. 

In this paper, we shift our focus to the stability of three-dimensional hypersonic boundary layers. Several 
experiments were performed in the past to understand the stability and transition of supersonic and hypersonic two- 
and three-dimensional boundary layers. These experiments can be divided into two groups. One group includes 
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experiments where the transition onsets are measured at various flow conditions.15-19 In these experiments, the 
effects of bluntness and angle of attack on the transition front were investigated. The second group of experiments 
includes stability experiments where the stability characteristics of the boundary layers were investigated.2,20-32 
Stetson and his co-workers systematically investigated the stability characteristics of hypersonic boundary layers in 
conventional tunnels.3,20-24 Experiments were performed on sharp and blunt cones with a 7° half angle at a free-
stream Mach number of 8. These cone models were tested at zero and nonzero angles of attack and with adiabatic 
and cooled surface temperature conditions. Several experiments were also performed in the NASA Langley 
Research Center Mach 6 Quiet Tunnel.25-27 These experiments were performed on a 5° half-angle straight cone and 
over a flared cone for various test conditions. Recently, experiments were performed at the Purdue Boeing/AFSOR 
Mach-6 Quiet Tunnel (BAM6QT) on a 7° half-angle cone at zero and nonzero angles of attack28-31 and at the 
Hypersonic Ludwieg Tube Braunschweig (HLB) facility.32 All of the experiments referenced here agree with the 
theoretical predictions, which suggest that transition in hypersonic boundary layers is dominated by the high 
frequency second-mode-type disturbances. In addition, they observed that adding a small amount of nose-tip 
bluntness increases the transition Reynolds number. However, they also found that further increases in the bluntness 
reverse this trend and the transition onset moves upstream. The reason for the reversal of the transition onset 
movement is not yet understood. And finally, they also found that in flows over cones at angle of attack the 
boundary layer along the windward direction becomes more stable and on the leeward side it becomes less stable as 
compared to that obtained at zero angle of attack. 

The linear instability of axisymmetric three-dimensional compressible boundary layers for a rotating cone was 
numerically investigated by Balakumar and Reed.33 Their calculations show that due to the presence of crossflow, 
the growth rate of traveling disturbances increases by a factor of 2 to 4 when compared to a two-dimensional flow 
over a non-rotating cone. They also found this increasing growth rate diminishes with increasing Mach number. 
Furthermore, they found the growth of the second mode depends only on the velocity along the inviscid streamlines 
and is not altered by the crossflow that exists in the direction perpendicular to the inviscid streamlines. Hence, one 
expects to see both unstable stationary and traveling crossflow disturbances as well as unstable second-mode 
disturbances in hypersonic three-dimensional boundary layers. 

Recently, we studied the stability of a three-dimensional supersonic boundary layer over a 7° half-angle cone at a 
nonzero angle of attack.34 This investigation shows the stability characteristics of flows over cones at angle of attack 
can be divided into three general regions. One region is close to the windward symmetry plane, where the crossflow 
is weak and transition occurs due to the unstable first modes. The second is the region near the leeward plane, where 
the crossflow is again weak but the velocity profiles become highly inflectional due to the accumulation of low 
speed fluid from either side of the symmetry plane. This region becomes much more unstable and the transition 
occurs much earlier than along the windward plane. Third is the larger middle region, where the crossflow is strong 
and the transition occurs due to traveling and/or stationary crossflow disturbances. The crossflow gradually 
increases from the windward plane with increasing azimuthal angle, reaches its peak around 120° and then decreases 
as the azimuthal angle continues toward the leeward plane. This crossflow character is reflected in the computed 
transition fronts as the transition front moves upstream with increasing azimuthal angle up to 120° and then moves 
downstream again with further increase in the azimuthal angle. 

The objective of the present investigation is to numerically study the linear instability, transition onset, 
receptivity, and the growth of stationary crossflow vortices in hypersonic boundary layers over a sharp cone at a 
given angle of attack. The conditions for this study include a hypersonic flow of M = 6.0 over a 7° half-angle sharp 
cone at an angle of attack of 6° (Fig. 1). The ratio of the angle of attack to the cone half angle is approximately 0.86, 
which is higher than what has been typically studied in previous investigations. The nose radius is 0.05 mm (0.002 
inches). These parameters are selected to validate the stability experiments that are being concurrently performed in 
the Purdue BAM6QT.28-31 The numerical simulations are performed by solving the three-dimensional Navier-Stokes 
equations in cylindrical coordinates using a fifth-order accurate weighted essentially non-oscillatory (WENO) 
scheme for spatial discretization and a third-order total-variation-diminishing (TVD) Runge-Kutta scheme for 
temporal integration. The stability computations are performed using the local parallel theory and the N-Factor 
computations are performed using the three-dimensional transition prediction code, eMalik3d.35 The receptivity 
analysis is carried out by performing simulations with three-dimensional roughness elements placed: (1) in a ring 
around the cone at a fixed distance from the apex, and (2) along a ray spaced at a constant wavelength in the axial 
direction (Fig. 1). Computations are performed for a unit Reynolds number of 10.4*106/m, which matches the 
experimental condition. The governing equations, solution algorithm, computational grid, flow conditions and 
roughness descriptions are discussed in section II. Mean flow profiles, linear stability results, transition onsets, 
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receptivity and the evolution of crossflow vortices originating from the roughness elements are presented in section 
III. Conclusions are drawn in section IV. 

II. Computational Approach 

A. Governing Equations 
The equations solved are the three-dimensional unsteady compressible Navier-Stokes equations in conservation 

form in cylindrical coordinates 
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Here (x, r, θ) are the cylindrical coordinates, (u, v, w) are the velocity components, ρ is the density, and p is the 
pressure. E is the total energy given by  

E = e +
u2 + v2 + w2

2
, 

      e = cvT , p = ρRT.                                                                    (3) 

 
Here e is the internal energy and T is the temperature. The fluxes F, G, H, and the source term S are described in 
Ref. 36. The viscosity (µ) is computed using Sutherland’s law and the coefficient of conductivity (k) is given in 
terms of the Prandtl number Pr. The variables ρ, p, T and velocity are non-dimensionalized by their corresponding 
reference variables ρ∞ , p∞ , T∞  and RT∞ , respectively. The reference value for length is computed by 

νx0 /U∞ , where x0 is a reference location. For the computation, the equations are transformed from the physical 

coordinate system (x, r, θ) to the computational curvilinear coordinate system 

€ 

ξ,η,ζ( )  in a conservative manner. 

B. Solution Algorithm 
The governing equations are solved using a fifth-order accurate weighted essentially non-oscillatory (WENO) 

scheme for space discretization and using a third-order, total variation diminishing (TVD) Runge-Kutta scheme for 
time integration. These methods are suitable in flows with discontinuities or high gradient regions. The governing 
equations are solved discretely in a uniform structured computational domain where flow properties are known 
point-wise at the grid nodes. In a given direction, the spatial derivatives are approximated to a higher order at the 
nodes, using the neighboring nodal values in that direction. The resulting equations are then integrated in time to get 
the point values as a function of time. Since the spatial derivatives are independent of the coordinate directions, 
multi dimensions can be easily added to the method. It is well known that approximating a discontinuous function 
by a higher-order (two or more) polynomial generally introduces oscillatory behavior near the discontinuity, and this 
oscillation increases with the order of the approximation. The essentially non-oscillatory (ENO) method and its 
successor the WENO method were developed to maintain the higher-order approximations in the smooth regions 
and to eliminate or suppress the oscillatory behavior near the discontinuities. These methods systematically adopt or 
select the stencils based on the smoothness of the function that is being approximated. The WENO and the TVD 
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methods and the formulas are explained in Ref. 37. The application of the ENO method to the N-S equations is 
shown in Ref. 38. The solution method implemented in this computation is described in detail in Ref. 39. 

At the outflow boundary, extrapolation boundary conditions are used. At the wall, viscous conditions are used 
for the velocities and a constant temperature condition is employed for the temperature. The density at the wall is 
computed from the continuity equation. In the azimuthal direction, symmetry conditions are imposed at the θ = 0° 
and θ = 180° boundaries. The free-stream values are prescribed at the upper boundary that lies outside the bow 
shock. The steady-state computations are performed using a variable time step until the maximum residual reaches a 
small value, ~10-10. 

C. Computational Grid 
 The nose region of the cone is modeled as a circle of the form 

€ 

(x − r0)
2 + y 2 = r0

2                                                                              (4) 

Here r0 is the radius of the tip bluntness. The circular nose is smoothly merged with the cone by a tenth-order 
polynomial. Simulations are performed for a nose radius of r0 = 0.05 mm (0.002 in.). The length of the cone is 40 
cm. 

The grid stretches in the η direction close to the wall and is uniform outside the boundary layer. In the ξ 
direction, the grid is symmetric about the tip and very fine near the nose and is uniform in the flat region. The grid is 
uniform in the azimuthal direction. The far-field boundary outside of the shock follows a parabola to capture the 
boundary layer accurately. Calculations were performed using a grid size of (3001*251*361). Due to the very fine 
grid distributions in the azimuthal and axial directions near the nose, the allowable CFL number is limited to very 
small values and it becomes very expensive to compute the entire domain at once. To overcome this, calculations 
are performed in several steps. First, the computations are done near the nose region with a small CFL number of 
0.01. Second, the flow properties in the middle of this domain are fed as inflow conditions for the next domain and 
the computations are carried out with a larger CFL number of 0.50.  

D. Flow Conditions 
The computations are performed for a hypersonic flow with a Mach number of M = 6.0 over a 7° half-angle cone 

at an angle of attack of 6.0°. The flow parameters are given in Table 1 and a schematic diagram of the computational 
set up is shown in Fig. 1. 
 

Table 1. Flow parameters 
 

Free-stream Mach number: M∞=6.0 
Free-stream Reynolds numbers: Re∞ = 10.4*106/m. 
Free-stream temperature: T∞=53.42 °K  
Stagnation pressure: P0

  = 965.3 kPa (140 psi) 
Wall temperature:  T = 300.0 °K 
Prandtl number: Pr= 0.72 
Ratio of specific heats: γ=1.4 

Local Reynolds number: 
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E. Roughness Definition 
 Two types of roughness patterns are used in the simulations to investigate the generation and the evolution of 

crossflow vortices in three-dimensional supersonic boundary layers over a cone at an angle of attack. 
1. Roughness 1 

The first type consists of three-dimensional roughness elements that are periodic in the azimuthal direction 
placed on the surface of the cone at a fixed axial location close to the nose-tip region. The shape of the roughness is 
of the form:  
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Here yc is the height of the roughness normal to the surface of the cone, h is the maximum height, xr is the axial 
location of the roughness, m is the azimuthal wavenumber, l is the length scale and σx is a constant that determines 
the width of the roughness in the axial direction. Computations are performed for m = 40 and for the values xr, h, 
and σ that are given in Table 2. The Fourier transform of the roughness shape is given by 
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Here the variables kx and h are made dimensionless by the length scale l.  
 

Table 2. Location and the height of the roughness 1 
 

xr 
(mm) 

h 
(mm) 

l 
(mm) 

σx h/δ  

50 0.01 1.0 1 1/20~1/40 

 
2. Roughness 2 

 The second type consists of three-dimensional roughness elements distributed along a ray at a constant azimuthal 
angle θr, which is closer to the windward side. The shape of the roughness is of the form 
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xn = x1 + (n −1)* λ                                                                         (8) 
 
Here yc is the height of the roughness normal to the surface of the cone, h is the maximum height, θr is the azimuthal 
location of the roughness, l is the length scale and σθ, σx are constants that determine the width of the roughness in 
the azimuthal and in the axial directions. The axial location of the first roughness element is x1 and λ is the distance 
between the roughness elements. Computations are performed for x1 = 15 mm, θr = 25 deg, λ = 10 mm and for the 
values h, and σx, σθ that are given in Table 3. 

 
Table 3. Location and the height of the roughness 2 

 
θ r 

(deg) 
h 

(mm) 
σθ  h/δ  Δθ  

(deg) 
x1 

(mm) 
λ  

(mm) 

25 0.01 2 1/12 2.5 15 10 

III. Results 

A. Mean flow without roughness 
 The mean flow density contours and the boundary-layer profiles computed using the WENO code without the 
roughness elements are given in Figs. 2-7. The density contours in the larger domain are shown in Fig. 2(a) while 
the flow field near the nose tip region is shown in Fig. 2(b). We see a stronger shock along the windward plane and a 
weaker one along the leeward plane. The shock angles are 25.7° and 31.4° along the windward and the leeward 
symmetry planes, respectively. The shock is detached about 0.02 mm from the nose of radius 0.05 mm. The density 
contours in cross-sectional planes for two different axial locations, x = 9 and 330 mm are shown in Fig. 3. The 
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accumulation of low momentum flow produces a thickening of the boundary layer approaching the leeward plane. 
Very close to the tip, the boundary-layer thickness increases gradually up to the leeward side. Further downstream, 
bulges start to form in a narrow region near the leeward plane. This accumulation of low-speed fluid is advected 
towards the leeward plane by the crossflow. 
 The boundary-layer density profiles at three azimuthal planes, θ = 0° (windward), θ = 90° (side), and θ = 180° 
(leeward) are shown in Figs. 4-6. The profiles are displayed for the axial stations x = 10, 50, 100, 200 and 300 mm 
downstream of the nose tip. The profiles including the shock in the physical coordinate (shown in mm) are given in 
Figs. 4-6(a), while a close-up of the boundary-layer region is presented in Figs. 4-6(b). Figures 4-6 (c) show the 
boundary-layer profiles plotted in the similarity coordinate. Note the vertical scales increase in range in these figures 
from Fig. 4 to Fig. 6 due to the increasing boundary-layer thickness in the azimuthal direction. The boundary-layer 
thicknesses at x = 100 mm at the θ = 0° (windward), θ = 90° (side), and θ = 180° (leeward) locations are 0.50, 0.70 
and 5.0 mm, respectively. The boundary layer along the cone ray in the leeward plane is about 10 times thicker than 
the ray in the windward plane. 
 It is known that the inviscid flow over a sharp cone at an angle of attack is conical in the azimuthal direction, 
which means the flow properties remain constant along each ray emanating from the apex. This flow behavior 
allows for similarity solutions along the rays. Hence, the boundary-layer equations for flow over a sharp cone at an 
angle of attack can be transformed into simplified partial differential equations that are solved by marching in the 
azimuthal direction. The similarity equations are given in Ref. 40. It is interesting to see from Figs. 4(c) and 5(c) that 
the velocity profiles plotted in similarity coordinates exhibit the expected collapsing behavior. The boundary-layer 
thicknesses in the similarity variable are about 6.0 and 8.0 along the θ = 0°, θ = 90° rays. As we approach the 
leeward plane the parabolic assumption in the azimuthal direction breaks down and the similarity behavior is lost as 
shown in Fig. 6(c). 
 Figures 7(a), 7(b) and 7(c) include plots of the boundary-layer velocity profiles along the inviscid streamlines 
(Us), along the azimuthal direction (W) and along the crossflow directions (Uc) at an axial station of x = 200 mm. 
The profiles are plotted for various azimuthal angles ranging from θ = 0° to 180°. The azimuthal velocity profiles 
presented in Fig. 7(b) show the boundary layer separating close to the leeward side at an angle of θ = 165°. The 
separation exists at upstream axial locations too. The separation bubble starts to appear along the leeward ray from x 
~12 mm. The boundary-layer stream-wise velocity profiles vary slowly up to 165° and then increase steeply in the 
last 15° near the leeward plane. Notice that in Fig. 7(a) the boundary-layer profile along the leeward ray, θ = 180° is 
inflectional. In Fig. 7(c), the crossflow velocity increases slowly from the windward plane with increasing azimuthal 
angle, reaches the highest magnitude of 0.14 around 120° and then decreases slowly towards the leeward plane. Also 
note that substantial crossflow exists even at θ = 165° from the windward plane. The contours of the computed 
crossflow Reynolds numbers for the unit Reynolds number of 10.4*106/m are shown in Fig. 8. The maximum 
crossflow Reynolds numbers reach about 2600 toward the upper end of the cone. 

B. Linear stability and the transition onset 
 The linear stability results obtained from the local parallel theory at given axial stations, x = 100, 200, and 300 
mm, are plotted in Fig. 9. At each axial station x, the results show the growth rates as a function of frequency for 
selected azimuthal stations, θ = 0°, 30°, 60°, 90°, 120° and 180°. The solid lines represent the second-mode 
disturbances with the azimuthal wavenumber m = 0 and the dotted lines represent the unstable crossflow 
disturbances with the wavenumber m = 40 ~ 60 corresponding to the most amplified wave. First, notice that the 
unstable second-mode frequencies decrease as the azimuthal angle increases. This change is due to the growth of the 
boundary layer in the azimuthal direction toward the leeward plane. At x = 200 mm, the unstable frequencies of the 
second mode decrease from a range of 550 to 650 kHz at θ = 0° (windward plane) to a range of 125 to 200 kHz at θ 
= 150° (near the leeward plane). However, the maximum growth rates remains about the same. The unstable 
frequencies of the three-dimensional traveling crossflow and the first-mode disturbances are similar at each of the 
selected azimuthal locations covering a range of about 0 to 200 kHz. The maximum growth rates occur between 60° 
and 150° rays. The most amplified frequencies are in the range of 0 ~ 60 kHz. The growth rates for the stationary 
disturbances along a given cone ray are smaller than the maximum growth rates for the corresponding traveling 
disturbances. The growth rates for the stationary disturbances at θ = 90° are 0.0052, 0.0061, and 0.0066 at x = 100, 
200 and 300 mm and the maximum growth rates for the traveling disturbances are 0.0059, 0.0071 and 0.0077 at the 
same locations. The differences in growth rates for the stationary and traveling disturbances increases in the region 
closer to the windward side (θ = 0°, 30°, 60°) and decreases in the region closer to the leeward side (θ = 120°, 150°). 
 The N-Factor traces obtained from the eMalik3d code35 using the envelope method for the traveling disturbances 
are shown in Fig. 10(a). Each trace is obtained by starting the computations near the neutral point for a fixed 
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frequency and then marching downstream along the streamline direction while seeking the maximum growth rate at 
each station. Each trace ends at the location where N = 11. The figure shows the results for the frequencies that 
reached the largest N-Factor at that location. The unstable frequency for this case is about 50 kHz. The transition 
front takes on an arc shape with the transition front moving far forward in the crossflow region and further 
downstream near the windward and leeward regions. The earliest detection of transition occurred along the 110° ray 
at the location x = 0.20 m. The predicted transition near the leeward ray is about x = 0.30 m and the transition along 
the 30° ray is at x = 0.40 m.  Comparison with Fig. 8 shows that the early transition happens in the region where 
crossflow Reynolds number is high (> ~1800). The traces for the stationary disturbances are presented in Fig. 10(b). 
The N-Factors are smaller than 11 for this case within the computational domain except within the rays 90° and 
160°. The highest N-Factors reached are noted at the end of the traces in the figure. 

C. The generation and the evolution of stationary crossflow vortices 
 The generation and evolution of stationary crossflow vortices in a hypersonic boundary layer at angle of attack 
were simulated by placing isolated roughness elements on the surface of the cone (recall Fig. 1). The parameters of 
the roughness 1 elements are given in Table 2. The roughness 1 pattern is placed at xr = 50 mm, the azimuthal 
wavenumber is m = 40, and the height of the roughness is h = 0.01 mm. The contours of the axial velocity, u, in the 
(x, rθ) plane are shown in Fig. 11(a). In this figure, the u-velocity contour is presented for a constant normal grid 
number of 40. The image represents the footprints of the stationary crossflow vortices originating from each of the 
roughness elements. The contours clearly show the movement of the crossflow vortices toward the leeward plane. 
 The second roughness pattern is placed along a given cone ray, θr = 25°, as described in Table 3, with the same 
roughness height as the first roughness pattern. The footprints of the stationary crossflow vortices originating from 
each of the roughness elements of the second roughness pattern are presented in Fig. 11(b). This second roughness 
pattern appears to produce more crossflow vortex footprints that are more intense when compared to the first 
roughness pattern of Fig. 11(a). Figures 12(a) and 12(b) are shown to provide a closer look at the crossflow vortices 
by subtracting the mean u-velocity component to highlight the maximum u-velocity perturbations.  A very regular 
set of vortical footprints is seen in Fig. 12(a) that can be easily traced back to the roughness element of origin in 
pattern 1.  It is interesting to observe that the contours of constant amplitude resemble the transition front pattern 
observed in Fig. 10(b). The amplitudes reach peak values further upstream on the sides as compared to those near 
the windward and leeward planes. This agrees with the stability predictions in which the crossflow stability is more 
unstable in the region θ = 60° to 120° than in the regions closer to the windward and leeward planes. In contrast, the 
corresponding footprints for roughness pattern 2 appear to be more irregular making it very difficult to identify their 
element of origin. However, the figure shows that perturbations seen in downstream originate from the roughness 
elements located in the region x ~ 15 to 60 mm. There are only five roughness elements in the region x ~ 15 to 55 
mm. Hence, it appears that the disturbances that originate from the roughness elements split into multiple vortices as 
they evolve downstream. The vortices generated by the roughness elements grow and mingle and produce the less 
regular pattern that is visualized in Fig. 12 (b). 
 The contours of the axial velocity, u, at different cross-sectional planes, x = 100, 150, 200, and 250 mm, for the 
roughness pattern 1 are shown in Fig. 13. The wall-normal variation of the u-velocity for the azimuthal angle range 
of 20° ≤ θ ≤ 180° is presented in Fig. 13. In this figure, the windward side corresponds to the right side of the plot 
and the leeward side is toward the left. As discussed previously, the vortices are confined to regions close to the 
leeward plane. At the last station, x = 250 mm, the vortices are confined between the cone ray θ = 100° and the 
leeward plane. The figures clearly display the standard co-rotating crossflow vortices near the leeward side, which 
rotate towards the windward side. 
 The contours of the axial velocity, u, at different cross-sectional planes, x = 100, 150, 200, and 250 mm, for the 
roughness pattern 2 are shown in Fig. 14. For this pattern, there appears to be more vortices present, which are 
confined between the ray θ = 60° and the leeward plane. Like the vortices observed for pattern 1, the pattern 2 
vortices also display co-rotating crossflow vortices, but the rotation towards the windward side begins at a lower 
azimuthal angle. For pattern 1, the co-rotation toward the windward side starts at θ = 110°. For pattern 2, the co-
rotation becomes evident as low as θ = 90°. 
 The quantitative information about the perturbations induced by the roughness patterns 1 and 2 is shown in Figs. 
15-18. In figures 15 and 16, the maximum axial velocity perturbations at five downstream locations x = 55, 75, 100, 
125 and 150 mm is presented. We only display the results up to 150 mm. Beyond x > 150 mm, the amplitudes reach 
large values and nonlinear effects start to set in. These line plots are another way to visualize the development of the 
crossflow vortices and potentially make it easier to see the trajectories than the related contour plots shown in Figs. 
13 and 14. The perturbations immediately downstream of the roughness elements are shown in Fig. 15(a). The 
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wavelengths of the disturbances are about Δθ ~ 9°. This agrees with the input wavenumber of m=40 for the 
roughness pattern 1. The amplitude of the perturbations has a peak value of 0.004 near θ = 50°. The amplitude of the 
disturbances are very small beyond θ = 120°. This implies that it is difficult to perturb the boundary layers near the 
leeward side using small roughness elements. When the generated vortices evolve downstream as shown in Figs. 
15(b)-(e), they grow in amplitude and shift towards the leeward side. At x = 150 mm, Fig. 15(e), about six vortices 
appear within the region θ = 70° to 160° and no noticeable perturbations exist near the leeward plane θ > 160° or the 
windward plane θ  < 50°. For the line plots presented in Fig. 15, the crossflow vortices are evident by noting the 
individual peaks which are associated with a given crossflow vortex. The roughness elements for pattern 1 were 
placed in a ring at x = 50 mm and it is not obvious that the mean flow is affected until x = 100 mm. For each 
successive downstream station shown in Fig. 15, the evolution of the crossflow vortices is seen and it is easy to 
follow the trajectory to see the migration of each vortex toward the leeward plane. We marked the peaks of an 
individual vortex with dots of a particular color (black, blue and red). For example, the vortex that originated near x 
= 55 mm, θ = 43° in Fig. 15(a) drifted to θ = 107° at x = 150 mm (Fig. 15(e)). Later in this section, we will present 
the trajectories, stream-wise and span-wise wavelengths, and the growth of the amplitudes of the roughness pattern 1 
vortices. 
 The variation of the maximum axial velocity perturbations along rays θ = 30°, 60°, 90° and 120° is shown in 
Figs. 16(a)-(d).  These figures give the wavelength and the amplitude variation of the vortices along different rays. 
Since the vortices propagate from the windward to the leeward side, the disturbances are confined to a finite region 
along each ray near the windward side and then spread along the entire ray near the leeward side. Along the 30° ray, 
no disturbance growth occurs along the axial direction. Along the 60° and 90° rays, the perturbations grow for a 
certain axial distance and then decay further downstream. Along the 120° ray, the perturbations appear downstream 
of the roughness elements and continuously grow along the axial direction. 
 Similarly, the quantitative description of the crossflow vortices formed downstream of the roughness elements 
for pattern 2 are displayed in Figs. 17 and 18.  However, since the roughness elements are distributed along a cone 
ray, it is not as easy to track the trajectory development in azimuthal line plots, especially since it appears that some 
of the vortex trajectories split in two as they develop downstream.  In Fig. 17, we assigned a vortex number 
associated with the roughness element from which the individual vortex originates. At x = 55 mm, we see five 
vortices originating from the first five roughness elements located at x = 15, 25, 35, 45, and 55 mm. At the next 
downstream station, x = 75 mm, we see another vortex forming between the second and the third vortex. At x = 125 
mm, another vortex forms between the third and the fourth vortices. It is also seen that the vortices 1-3 and 4-6 have 
different evolution characteristics. Also note that the amplitudes vary nonuniformly in the azimuthal direction. This 
may be due to the different initial amplitudes of the vortices, which may be the result of the potentially non-optimal 
wavelength we used in the simulation. 
 The quantitative crossflow vortex characteristics for roughness pattern 1 are presented in Figs. 19 and 20.  The 
trajectories for ten vortices along with trajectory identification labels are shown in Fig. 19(a).  First, note that the 
vortices are formed from the roughness elements located between θ = 20° to 110°. The trajectories from the lower 
five roughness elements move gradually up the side of the cone and do not appear to be experiencing any significant 
crowding effects from neighboring crossflow vortices. The five upper roughness elements produce vortices, which 
experience significant crowding as they move downstream. The azimuthal spacing between the vortices and their 
variation along the axis of the cone are presented in Figs. 20(a) and (b). Figure 20(a) presents the azimuthal 
wavelength in degrees while Fig. 20(b) displays the corresponding results in the form of a wavenumber. As 
expected, the initial wavelength of the vortices is approximately the same as the distance between the roughness 
elements, which is 9°. The downstream variation of the wavenumber is different for each vortex. The distance 
between the vortices in the region closer to the windward side, vortices 1 to 4, first decreases, then reaches a plateau 
before increasing further downstream. For example, the wavenumber for the vortex 3 decreases from m = 40 to m = 
26 at x = 120mm and then gradually increases to m = 35 at x = 200mm. The wavenumbers of the vortices in the 
region closer to the leeward side continue to increase. The wavenumber for the vortex 8 continues to increase from 
m = 40 to m = 70 at x = 150 mm. The important and relevant question of how the system is selecting this 
wavenumber variation is not answered in this work. Further analysis is needed to be able to theoretically predict the 
different wavenumber variations observed in these simulations. Finally, Fig. 19(b) shows the maximum u-velocity 
perturbation growth for roughness pattern 1 along selected vortex trajectories.  The trajectory identified as number 
five appears to be the most amplified as compared to the other four trajectories shown in this figure. Trajectory 
number five has the greatest portion of its path length in the highest crossflow region (see Fig. 8) as compared with 
the other four trajectories shown in Fig. 19(b). 
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 The next question addressed is how does the computed growth, and the azimuthal and axial wavenumbers of the 
vortices compare with the linear stability results? These results are presented in Figs. 21(a-c) and 22(a- b). In the 
stability computations, we use the information presented in Figs. 19(a) and 20(b). We select one vortex, for example 
vortex 5, and use the wavenumber variation for that vortex shown in Fig. 20(b) to calculate the growth rate for that 
vortex from the stability theory along its trajectory. Figures 21(a-c) show the growth rates computed from linear 
stability theory for different azimuthal wavenumbers at three axial stations x = 55, 100 and 150 mm. We then placed 
the growth rates obtained for the three vortices 3, 5 and 8 at these stations in the figures. At the station x = 55 mm, 
the growth rates of the vortices are closer to the maximum growth rates at this station. Moving further downstream 
to stations x = 100 and 150 mm, only the growth rates for vortex 5 remain close to the predicted maximum growth 
rates at each station. We integrated the growth rate along its trajectory to compute the amplitude variation. The 
results are shown in Fig. 22(a) for the vortices 3 and 5. The agreement between the results obtained from the 
simulation and from the parallel linear stability theory is remarkably good. Comparisons between the calculated 
axial wavelengths obtained from these methods are displayed in Fig. 22(b) and the agreement is very good. The 
wavelengths gradually increase along the cone for all the vortices. The wavelength for the vortex 5 increased from 
11 mm at x = 60 mm to 25 mm at x = 170 mm, and the wavelength for vortex 3 increased from 15 mm to 30 mm 
over the same axial distance. 

IV. Discussion and Conclusions 
We investigated the stability, transition onset, and generation of crossflow vortices in a three-dimensional 

hypersonic boundary layer over a sharp-tipped, 7° half-angle cone at an angle of attack of 6.0°. Mean flow 
computations showed that the boundary layer near the leeward plane is separated. The boundary-layer thickness 
along the leeward plane is about 10 times thicker than that along the windward plane. The boundary-layer profiles 
are self-similar along each ray except near the leeward planes. Simulations also revealed that the crossflow reaches a 
maximum just above the sides of the cone and becomes weaker near the leeward and the windward sides. However, 
substantial crossflow velocity still exists up to θ = 165° from the windward plane. 
 The linear stability results showed that the stationary disturbances are more stable than the traveling 
disturbances. The growth rates of the traveling disturbances in the middle of the cone are about 10 to 20 percent 
higher than for the stationary disturbances. This difference increases in the region closer to the windward side. The 
azimuthal wavenumbers for the unstable traveling disturbances are in the range of 20 - 50 while those for the 
stationary disturbances are in the range of 30 - 70. The N-Factor computations predicted that transition would occur 
farther upstream near the sides of the cone than along the windward and the leeward planes. The boundary layers 
near the leeward plane are not as stable as the boundary layers near the windward plane. Transition onset is 
predicted to occur farther downstream for the stationary disturbances than for traveling disturbances. However, these 
relative locations are dependent on the free-stream disturbance levels and the roughness distribution on the surface. 
The N-Factor traces indicated that transition is caused by disturbances originating from regions closer to the 
windward side of the cone. 
 We studied the generation and evolution of stationary crossflow vortices by performing simulations with two 
types of roughness patterns placed on the surface of the cone. The first pattern consists of small periodic roughness 
elements placed around the cone at a fixed axial location closer to the tip. The second pattern consists of small 
roughness elements of constant spacing placed along a ray closer to the windward side. The direct numerical 
simulation shows that crossflow vortices originating from these roughness elements located near the windward side 
grow due to the crossflow instability and migrate towards the leeward side of the cone. No significant perturbations 
are induced by the roughness elements on the leeward side of the cone, 90° ≤ θ ≤ 180°. The maximum perturbation 
amplitude formed a smooth arc shape for pattern 1 with the largest amplitude occurring in a region extending 
forward on the sides of the cone. The azimuthal wavenumber of the generated vortices are initially the same as the 
input wavenumber of the roughness pattern. The wavenumber variation of the vortices on the windward side of the 
cone initially decreases, plateaus, and then may increase further downstream as they migrate through the maximum 
crossflow region. The wavenumbers of the vortices that lay in the leeward crossflow region continuously increase. 
The movement of the roughness elements to locations different from this study may affect the conclusions drawn 
here. We have to relate the growth rates and the wavelengths obtained from the linear stability theory to the 
perturbations field obtained from the simulation. The question of how to decompose the computed flow field into 
normal-mode type disturbances in a three-dimensional flow will need to be analyzed in the future. 
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Figure 1. Schematic diagram representing the computational model. 

 
Figure 2. Contours of the density for flow over a 7°half-angle cone with a blunted nose tip at M = 6.0 and at 

an angle of attack of 6.0 degrees, Re = 10.4*106/m. 

 
Figure 3. Contours of the density in the cross-sectional planes at different axial locations. 
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Figure 4. Density profiles along the windward side, θ  = 0° , at different axial locations. 

 
Figure 5. Density profiles along the  azimuthal direction of θ  = 90°  at different axial locations. 

 
Figure 6. Density profiles along the leeward side, θ  = 180° , at different axial locations. 
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Figure 7. Boundary layer (a) stream-wise velocity (b) azimuthal velocity and (c) crossflow velocity profiles for 

different azimuthal angles at an axial location of x = 200 mm. 

 
Figure 8. Crossflow Reynolds number for M  = 6, Re = 10.4*106/m, Angle of attack =6.0° . 
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Figure 9. Growth rates for traveling and stationary disturbances at axial locations x = 100, 200, and 300 mm 

and  Re = 10.4*106/m. Legends in (b) and (c) list values for θ  and m.  

 
Figure 10. N-Factor traces for (a) traveling and (b) stationary disturbances. Re = 10.4*106/m. 
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Figure 11. Contours of u-velocity, in the x-rθ  planes. Re = 10.4*106/m, (a) m = 40, h = 0.01 mm, xr = 50 mm 

(b) Δx = 10 mm, h = 0.01mm, θ r = 25 deg. 

 

 
Figure 12. Contours of maximum u-velocity perturbations, in the x-rθ  planes. Re = 10.4*106/m, (a) m = 40, h 

= 0.01 mm, xr = 50 mm, (b) Δx = 10 mm, h = 0.01mm, θ r = 25 deg. 
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Figure 13. Contours of the u-velocity in the cross planes at different axial locations for roughness 1 pattern. 

 
Figure 14. Contours of the u-velocity in the cross planes at different axial locations for roughness 2 pattern. 
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Figure 15. Perturbations of the maximum u-velocity downstream of the roughness 1 pattern at different axial 

locations. 

 
Figure 16. Perturbations of the maximum u-velocity in the axial direction along different rays for roughness 

1. 
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Figure 17. Perturbations of the maximum u-velocity downstream of the roughness 2 pattern at different axial 

locations. 

 
Figure 18. Perturbations of the maximum u-velocity in the axial direction along different rays for roughness 

2. 
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Figure 19. Disturbance vortex (a) trajectories and (b) velocity fluctuation growth for roughness 1 pattern at 

different axial locations (up to saturation levels). 

 

 
Figure 20. Disturbance vortices (a) azimuthal spacing and (b) wavenumber variation for roughness 1 pattern 

at different axial locations (up to saturation levels). 

 

 
Figure 21. Growth rates for stationary disturbances at axial locations x = 55, 100, and 150 mm. 
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Figure 22. Comparisons of the amplitude and wavelengths computed from DNS and linear stability. 


